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At fMat we Introduce-some uotatifts.

if 3 is a finite set with cardinal 1st1 a. we will use 1,(S) or

la)to denote the " fal -usts of 5. heft Ift* and S-sub-

set mans subset with cardinal S.

Let A0(or A 0(S). or A 0 W) be a function from S x Into

the 2-set (0.11, defined by

here US, ralo 1g0
inteese way, we define a function 3 0(or 3 0(S). or I0 W)

from 12(0Into (0.1) by

3B(11 if Ecn
B 101 9 otherwise,

here:C1 and c.

The function B 0 (a) is Important In the theory of BIND (about

the definition of BIDD see M. Rall [11). A 3110 with parameters

v~b,r,k,X can be represented as a function x defined on lk~v~* and

for nel k(v), x(*n) - the number of times N occurs in this design.

It is easy to see that a nonnegative Integral valued function x

on !k(v) represents a BIND (v~b,r,k,X) if and only If
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Sdayat and Li in [21 Introduced a notion calld trade. An

Integral-valued function x defined on to called a trade if

(2) gk-~xn 0, CCE2*

They Indicated that to construct trades is important and difficult.

In this article, we find a nonsingular matrix P such that P k is

of triangular form. The existence of P is well-known, we get a

concrete P. Thus the work to solve equations (1) and (2) might be

made easier.
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2. !eC Da oe"Inu or . .

The key to solve the reduction problem is to decompose tha

natrizx 3 into appropriate blocks. In this section we will

describe the block decomposition we use.

At first we introduce sos notatiow.

Let k k-2, k 2 -v-k, v-k+2. We assume k<v-1, then

k2 b4. Let

y- (kl+l,.. ,kl+k2 ).

Xt . 11, 1-1 .

Iil i.j}, i,J are different and in X,

if F-(7), G-(G) are two families of sets of Integers, F G

wil denote the family of all sets of the form FUG, with PFl

Ge-- If F contains only one set 7, ft)j will denote 7 (:.

At first ve describe how to arrange the rows and how to

decompose the rows into groups.

The rows corresponding to the sets of 22 (v). We give 12 (v)

an order, that is the lexicographical order, and then decompose

12(v) into the following disjoint sets:

12 (Z -" I I I



UNw we describe the arragement sod the decomposition of t

column Of kv

-. IThe columns of the matrix Sk(v) correspond to the sets in

kT). n*Order Of 40) 18 is180m the lezticogreihical one. and

the decomposition of columns to according to the following de.-

composition of the set lw

Thus. the matrix Bk(v) is decomposed Into the following block matrix.



*~~ .0 SS * 0 0O S 0 S

M 00 4 K1 2~j4 (y)

4 0 4 4 4

IiT I

.4 in X21 13(y)
hi0 0 4 4 0 x 0A3 Y

4 4 4 4 0 XU 3 (y)

his 4 C 44 0' 41 Ui X )3 (Y)

hi 5 ~ I ~ 4~ 4 X t6 02 j(Y)

1,44 3.I

Ni TIMMM M M



Ner*, In this matrix of blocks, A 2 2(k2)- A3 7 3 (k 2 )...

3 3 33 (k2), i32 .. 43 is a matrix with all its entries equal

to 1; matrices 1 190*9 51 , 2 ,K1 3 ..have constant rows.
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At fiLnt w prqv

Td1mm I. A21 (I-I)A1t.

Proof. For two sets Z anid F we Wef u

Thus.,h entry ofA 23tat 1-tb raw and F-th colum

Ftl,1 (k2)) would be

A sinsnd In this sun is not 0 1ff

iCEC F.

If i does not belong -to F, this relation cannot hold for any

%612(k2)1 and the sue ia 0. But if i belongs to F. N411 contains

4-1 numers, each of which and L constitute a set 1 2(k)

with the property that Lsc F. Thus the, *sm to 1-1. Summing up,

we have

ze~ )

Igoe A231 -(1-1)AV.



Teames 2. JZS (t)J. her* J Is the metuix with all atries 1.

?f: Take any Ct1 (k2 )- the 1-th COonmt of the raw Vctor

ACE 2 lk2 )'

it In the number of 2-subsets of 3, I.e.

Reduction I*. From eah antorie Sate rows of blees.a smevct

A2 times the last row.

From the first row of blocks. substract: J t~mme th last rw.

By Leam 1 and 2, we would got a intrix of the f ovs.

leIfo
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Here, by Loma 2,

l = Ki - J1 3  - K -()J - Ki - ,

Cij  - Kij-JB4  - Kij- (2)J - Kij- 6J,

5Cij - Kij,-JB5  - Kijl-( 2 )J - KijL-1OJ ,

are matrices with constant rows.

Reduction 2. Take the sue of the k1 intermediate rows of blockn

to be the new second row of blocks, and divide this row by (k1+1), because

r(kl-r) + (r+l)r - r(k1+1)

the new second row becomes

[0, A3 9 A3, ... , A3, A3, 2A4, 2A4, ... , 2A4 , 2A4. 3A5, ... 3A5, ... ].

Add this row to the other k1-1 intermediate rows, and add these rows

(3 r d , ... k th) to the second row, and then multiply some rows by (-1),

!r 1

r CkI CkT1 C2 C I S 1 ,kj Ck 2,kI C1.3 CI,2 Ck1 2, k T1 ki

0 0 0 A3  0 0 A 4 A4  0

0 0 0 " A 0 0 0 "0 A 0
0 0 0

0 0 0 0 0 0 0 A 4 0 0

0 0 0 0 0 0 A4  0 0 A5

0 0 A3  0 0 A4  0 0 0 A5

0 A 0 0 0 A A 0 0 A

0 3  0 *4 4 05

51 3 33 13 13 14 14 14 14 15 -

11
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Lema 3. C A I IC1

Proof. Because C1 is a matrim with constant rows. and the sum of

entries on each colum of A, is 1, thus CA,, - ICt.

Reduction 3o. From the first row of blocks substract 1/3 tim. the sum

of the kI interediate rows. We get by Loma 3.

K 0 0 0 0 DkTlkl D 2.k I  D1 3  D12  DkT2.kT1.kI

0 00 .0 A3 o 0 "A 4  A4  0

0 0 0 A3  0 0 0 "0 A4  0

0 0 0 0 0 0 0 A4  0 0
4** . o

0 0 0 0 0 0 A4  0 0 A5

00 A 3 .0 0 A4  0 0 0 A5

0 A3 0 . 0 0 A4  A4  .0 0 A5

1 3 B3  B 3  B4 34 B4 3B4 35

Here

Dj ij 4- c1 4 - Cji4 ij - +cij )

Ic I
Dij z " cij t - -j i A5 - 3 C A a -j C A

cit - 5c+c +c
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Now we consider the problem: Row to reduce the matrix

l Dk12,k 1  ... D13 D121

From 3, we know that

4 4

D ij "Cij - 'T(Ci+Cj )

- - fj + 2J.

For a 2-set (pq)1 2 (Kj), the row of Dij corresponding to this *at

has entries
i -4 + 2 if (p.q)n(ij} - o,

Dpq. j  " 0 - + 2 - if j(p.q-(i.j .

0 + 0 + 0 + 2 2. if (pq I iJ

Lama 4. If H = (hgpj) (q. ij )  pqn, lsisJsn, are two

matrices, defined by

6, if p i, q - J;

h pq,i j  2, if jfp,qlnfi,jlj - 1;

1, if (p.q)nf(i.J) - 0

1, if p " i, q - J;

SpqiJ" if pci and q -ior J;

*(.0, otherwise.

13



(a -b )13n 1461J8,1  0 0 see 00

(&-2l-+~n2 0 0*. 0 0

G a3- ) amA- .. 0 0

(a3  2 -b-2 ) )18 u2  2  0

here

a b-2 uii*11 .. ui

n-I n-2

proof. Let L - (L1 ,) Then ~iqq~qj~'p,,qqi

Casel1. L -6+(- inq2(qP12
pq~pq -o

-6-2 1

Case 2. p-I1, q~j.

~ mh~,+ Sqqvbqv '~p Spq jhjqp
V).q (cuq

.2- - (n-1-1+2+q-p-1) a 2-

Case 3. pm1 , qllj. Similair to Case 2,

14



Case 4. pVi.q

"p~q - hp*~q+ t pq~qvhqij.qj+ p4 4cMi *qh~bjq qqj

a 2+(- , 1 )((-q-1)2+6+2(q-p-1)) -0.

Case 5. pci. q-j. Simlar to Case 4.

Cas6. p<19 q+i. q~ij.

Lpqj - U.(1n-P-1+2) 0.

Thus,* the emaining problems are how to reduce a14bJ and AV. Rut theme

probim can be solved with the help of the following 1....

Lema 5. If ai~b, then

[(a+(n-l)b)I-bJl [(a-b)I+bJ] *(a-b) (a+(n-1)b)l.

Proof. Direct verification.

* Leem 6.* A,,() can bave the following form

1a-'r+1

if

-Y ~yY-.1 +:(Y..Iw(Y...) (Y-1)X(a-Y+I)

V I then
PAY (a) - I -1 iz+j (Y...)X(Y-l) j Y1Xg-+ .

Proof. Direct verification.

jL7Ws
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